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Fed́eŕale de Lausanne, CH-1015 Lausanne, Switzerland

‡Universite ́ de Lyon, Institut de Chimie de Lyon, CNRS, Ecole normale supeŕieure de Lyon, 46 alleé d’Italie, 69364 Lyon Cedex 07,
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ABSTRACT: DNA damages induced by oxidative intrastrand cross-links have been the
subject of intense research during the past decade. Yet, the currently available
experimental protocols used to isolate such lesions only allow to get structural
information about linked dinucleotides. The detailed structure of the damaged DNA
macromolecule has remained elusive. In this study we generated in silico the most
frequent oxidative intrastrand cross-link adduct, G[8,5-Me]T, embedded in a solvated
DNA dodecamer by means of quantum mechanics/molecular mechanics (QM/MM)
Car−Parrinello simulations. The free energy of activation required to bring the reactant
close together and to form the C−C covalent-bond is estimated to be ∼10 kcal/mol. We
observe that the G[8,5-Me]T tandem lesion is accommodated with almost no
perturbation of the Watson−Crick hydrogen-bond network and induces bend and
unwinding angles of ∼20° and 8°, respectively. This rather small structural distortion of
the DNA macromolecule compared to other well characterized intrastrand cross-links,
such as cyclobutane pyrimidines dimers or cisplatin-DNA complex adduct, is a probable
rationale for the known lack of efficient repair of oxidative damages.

1. INTRODUCTION
DNA intrastrand cross-links (ICL), in which two neighboring
nucleobases are covalently tethered together, represent an
important class of chemically induced DNA damage.1 The best
characterized lesions of these type are photoinduced,2 such as
cyclobutane pyrimidines dimers3 and spore photoproduct.4,5

They differ from oxidative ICLs,6,7 whose ground-state
formation is initiated by reactive oxygen species (ROS),
generated during normal aerobic metabolism or through
exogenous pathways.8 Even a single radical (most frequently
a hydroxyl HO•) can abstract a hydrogen atom from a
nucleobase. Pyrimidine (Py) bases are more prone to this type
of lesion, and among the several carbon or nitrogen atoms that
can be attacked, thymine-methyl C−H bonds are the weakest
linkage.9 The resulting radical moiety (T−CH2

•) is prone to
form covalent C−C or C−N linkages with adjacent
nucleobases, preferentially purines (Pu), hence forming an
intrastrand cross-link, denoted Pu∧Py (and vice versa Py∧Pu for
the opposite 5′ → 3′ orientation).
Many aspects about ICLs formation and their structural

impact on the regular B-DNA conformation are still unknown.
Intensive research efforts over the past decade have mainly
been directed toward the isolation and quantification of the
repair of oxidative ICLs.10−13 These studies show that these
lesions are less abundant than other damages: 0.037 lesions per
109 nucleosides per Gy for G[8,5]C,12 which is ∼300−2000
lower than the value reported for, e.g., 5-formyl-2′-deoxyuridine

and 8-oxoguanine,14 respectively. Oxidative ICLs nevertheless
pose a potent threat to genome integrity, because of a
mutagenic frequency reported to be close to 10%. This is due
to the fact that recognition and nucleotide excision repair are
significantly less effective than those for photolesions.15,16 Their
statistical rarity inevitably complicates the structural elucidation
all the more, since tandem lesions imply a combinatorial
chemistry with near-identical mass adducts. The rather large
and increasing amount of experimental data collected on
tandem lesions10−13,15−17 spans most of the possible oxidative
ICL. On-flow scan of damaged DNA by high-performance
liquid chromatography coupled to tandem mass spectrometry
HPLC-MS/MS18 has lowered the detection threshold, hence
leading over the last years to the identification of very exotic
lesions. A first limitation is that, intrinsically, this technique
cannot answer questions relative to the stereochemistry. For
instance, for cluster DNA lesions with several chiral centers
(e.g., ref 19), diastereoisomers can be obtained, but information
on their relative ratio is scarce. A similar difficulty is
encountered for intermediate peroxyl-bridged ICL.20 Second,
the currently available experimental protocols used to isolate
ICL provide only limited structural informations about
fragments of the system, typically restricted to linked
dinucleotides. No NMR or X-ray structure of a DNA double
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helix containing an oxidative ICL has been resolved so far. This
is key missing information since the degree of structural
distortion, usually quantified by means of bend and unwinding
angles and the conservation or disruption of the Watson−Crick
hydrogen-bond network, is intimately related to cytotoxity, lack
of DNA repair, and ultimately cancer.21 Molecular modeling
offers an interesting alternative, acting as a “computational
microscope”22 which provides the atomic and even electronic
level of detail required. This is particularly true for ICL as one
can start from the known structure of solvated DNA and
generate the lesion in silico. Computational approaches have
played an increasingly important role in building up a sound
understanding of DNA damage reactions, either relying on a
classical force field description23−25 or on density functional
theory (DFT) calculations26−29 or a combination of the two.30

In the present work, we investigate the formation of an
oxidative ICL within a 12-base pair (12-bp) DNA duplex, using
a hybrid quantum mechanics/molecular mechanics (QM/MM)
framework in combination with Car−Parrinello (CP) molec-
ular dynamics.31,32 G[8,5-Me]T is taken as a case study, a
legitimate choice in light of convergent experimental data and
DFT studies on isolated dinucleotides33,34 that identify this
lesion as the most frequent oxidative ICL adduct; adenine, for
instance, has proved to be less prone to radical additions.35

G[8,5-Me]T formation involves a three-step ROS cascade
represented in Figure 1. The initiating thymine-methyl H
abstraction has been previously rationalized with the help of
stochastic simulations,36 in line with arguments based on
solvent accessible surface area.37 During the second step, the
T−CH2

• moiety attacks the C8 atom of an adjacent guanine
and cyclization occurs. The third and last step, the G/H8
hydrogen departure is highly assisted by aqueous media; it
restores a closed-shell species and is exergonic.
Our study focuses on the step (2) because cyclization

requires a shortening of the distance between the two reactive
bases, and the resulting local structural reorganization is
expected to be the most important factor regarding the
influence on the global structure of the DNA double strand.
Steps (1) and (3) correspond to hydrogen atom transfers
between the solvent and the macromolecule, and such chemical
events have only minor effects in terms of electrostatic or steric
interactions. (We verified this assumption by generating the
product of step (3) and observing that its structural properties
are not affected by the removal of the departing H atom.)
We show that the formation of the DNA lesion in step (2)

is associated with a rather low activation free energy of
∼10 kcal/mol, in contrast to results from previous minimal gas-
phase models (ca. 70 atoms, where the reactant exhibits a
marked deviation from the π stacked mode and consequently

activation energies of ∼25 kcal/mol for the defect formation).34
In addition, the bend and unwinding angles we obtain are quite
small compared to other ICL, showing that the induced DNA
deformations are minor and thus hard to detect for DNA repair
enzymes.

2. METHODOLOGY AND COMPUTATIONAL DETAILS
2.1. Structural Model and Equilibration at the

Classical Level. Classical molecular dynamics (MD) simu-
lations have been performed with the AMBER1038 suite of
programs. The initial configuration of an oligonucleotide
dodecamer, with angles characterizing a canonical B-DNA,
was generated in silico, using the nucgen module. Considering
that experiments have suggested oxidative lesions are
insensitive to sequence effects,16 we have chosen the
dodecameric sequence D[AGAGA GTAGAGT]( ·D-

[TCTCTCATCTCA]). This choice has two main advantages:
(i) the DNA double strand is long enough to maintain the
B-helicity,39 and (ii) the two nucleobases G6 and T7 en-
gaged in the intrastrand lesion are placed at the center of the
double helix, so that the lesion is as far as possible from the
termini, which makes the model more representative of a
longer double-stranded DNA sequence. Examples of previous
QM/MM works on a DNA dodecamer with the reactive part
located at the middle of the macromolecule can be found in
refs 28 and 29.
A cartoon representation is given in Figure 2. The

macromolecule was solvated explicitly with TIP3P water
molecules40 in a rectangular box with dimensions that were
chosen to achieve a minimal distance of 28 Å between two
periodic images of the solute, resulting in a cell of 49.2 × 49.7 ×
72.7 Å3. Twenty two potassium counterions were added to
neutralize the double stranded DNA. The total system consists
of ca. 17 000 atoms (including 5629 water molecules). The
AMBER/parm99 force field41 was used for the oligonucleotide
and the potassium counterions. A hydrogen atom has been
removed from the T7 methyl group (Me-C5), according to the
numbering scheme in Figure 2. The residual charge of +0.07e
was redistributed on the same T7/Me-C5 atom, while original
van der Waals parameters were kept; a similar methodology was
previously used for glycine radical.42 Furthermore, this part of
the T7 base is included in the QM part in the subsequent QM/
MM simulations (see below). Long-range electrostatic
interactions were computed using the smooth particle mesh
Ewald (SPME) algorithm.43 A cutoff of 10 Å was applied for
the van der Waals interactions and the real space part of the
electrostatic interactions. A series of classical MD runs (with a
total length of 3 ns) was performed to reach an equilibrated
state. All the bonds containing hydrogen atoms were

Figure 1. Three-step mechanism for the formation of the G[8,5-Me]T ICL adduct. The key radical attack from hydrogen-abstracted thymine to
guanine leads to a covalently tethered adduct with a bridging −CH2− entity displayed with a bold red line. The round arc denotes the deoxyribo−
phosphate−deoxyribo dpd surrounding. Step (2) is investigated in this study.
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constrained with the SHAKE algorithm,44,45 and a time step of
1.5 fs was used to integrate the equations of motion. Constant
temperature was achieved using a Langevin thermostat46 with a
collision frequency of 5 and 1 ps−1 during equilibration and
production phases, respectively. The Berendsen barostat47 was
used for NPT runs. The water box was relaxed around the
solute by first conducting a NPT simulation (P = 1 atm and T =
300 K) with harmonic position restraints of 50 kcal/mol·Å2 on
the DNA atoms. Then the constraints were released, and the
system underwent a new minimization. From this config-
uration, the system was heated up from 0 to 300 K using NVT
stepwise simulations, for a total of 50 ps. Finally, a NPT MD
production run of 5 ns was performed to provide starting
configurations for subsequent QM/MM calculations. The root-
mean-square deviation (rmsd) data, reported in Supporting
Information, confirmed the stability of the unrestrained radical
DNA structure.
2.2. QM Test Calculations. Two series of auxiliary QM

calculations were performed with the Gaussian09 suite of
programs.48 The first one is based on a G-T dinucleotide in gas
phase (70 atoms, corresponding to the two bases and the
deoxyribo−phosphate−deoxyribo moiety). This model was
used to compare different DFT functionals and assess the
importance of dispersion corrections in our system. Indeed
there is a key dispersion interaction between the bases of a
same strand in DNA that standard DFT does not describe.49

The corresponding results have been compiled in ref 50.
Briefly, both BLYP and B3LYP yield reliable results, in terms of
geometry and energetics, provided a dispersion correction is
used.
Our second series of tests invoked a smaller model in order

to make second-order Møller−Plesset (MP2) calculations
tractable. It was verified on gas-phase reaction profiles
(Supporting Information) that similar energy values were
obtained when either BLYP-D (”-D” stands for “dispersion-
corrected”), B3LYP-D, or MP2 are employed, the difference
between relative energies being inferior to 1 kcal/mol.
An additional side result of our tests is that spin-

contamination obtained with DFT lies in an acceptable range
(inferior to 0.78 for an exact reference value of 0.75).

2.3. QM/MM MD Simulations. The QM/MM51 simu-
lations have been started from a structure of the solvated
double strand DNA equilibrated at the classical level, in which
the distance d between T7/C5-Me and G6/C8 atoms was
∼3.5 Å. The reason for this choice is that d is the reaction co-
ordinate we have subsequently used to compute the free energy
profile of the reaction (see below).
We used the approach developed by Rothlisberger and co-

workers31,32 which couples CPMD52,53 and GROMOS.54 This
method was used in several previous studies dealing with
similar DNA-based systems, with a QM region located at the
center of the double helix.28,29,55 Hence the choice we made for
the simulation parameters of the present model relies partly on
the tests performed in these studies.
The QM part is represented in Figure 2; it corresponds to

the two reactive bases, i.e., the purine and pyrimidine moiety of
G6 and T7, respectively (30 atoms in total). The dangling
bonds were saturated with hydrogen atoms. Note that this
particular treatment of the QM/MM frontier located at the
C′1−N1 bond was tested extensively in ref 32. The DFT/
BLYP56,57 level of theory was used together with our
dispersion-corrected atom-centered potentials (DCACP).58,59

The Kohn−Sham orbitals were expanded in plane waves with
a cutoff of 75 Ry and a quantum cell of dimensions 14.34 ×
13.92 × 12.91 Å3. The remaining solute atoms, the solvent, and
the counterions were described with the AMBER/parm99 force
field.41

All MD runs were performed with a fictitious electron mass
of 500 au and a time step of 4 au (≈0.097 fs). The system
underwent a first minimization using a simulated annealing-like
procedure: Starting from a temperature of 20 K, atomic
velocities were rescaled at each time step by a factor of 0.98.
Then the system was heated from 0 up to 300 K in 6 ps.
Subsequently, a 3 ps run of NVT simulation was performed,
using a Nose−́Hoover chain thermostat60−62 with 2000 cm−1

coupling frequency.
The free energy profile of step 2 of the reaction (Figure 1)

was determined by thermodynamic integration, using the
method of constraints.63 The distance d between the C8 atom
of G6 and the methyl carbon atom of T7 is an obvious choice

Figure 2. (a) Sequence of the 12-bp DNA with a centrally located G∧T motif. (b) Cartoon representation in a water box (light blue lines), with a
zoom on the two bases G6 and T7 constituting the reactive core. (c) Chemical structure and atom numbering scheme of the dinucleotide, paired
with C18 and A19: the QM part encompasses the two nucleobase rings, with two nitrogen−carbon QM/MM boundaries indicated with blue wavy
lines; the 22 QM atoms are represented in bold. The surroundings are treated with the AMBER/parm99 forcefield.
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for a simple reaction coordinate because the chemical step we
are considering here corresponds to the formation of a single
bond between these atoms. In order to perform the
thermodynamic integration, d was decreased stepwise in 24
integration windows. For each window, the value of d was
changed progressively from the previous calculation, with a
growth speed of ∼0.8 Å/ps, then d was fixed for 3 ps and the
Lagrange multiplier λ of the force acting on the constraint was
collected and averaged from the last 2 ps. The error in the
calculated free energy barrier was estimated as the sum of the
statistical error on the Lagrange multiplier within each
integration window and the error due to hysteresis. The
former was estimated by computing the average λ from two
segments of the window and then taking the difference between
the two values, while the latter was obtained by repeating the
thermodynamic integration for the backward reaction. At d =
1.5 Å, the constraint was removed in order to obtain the relaxed
structure of the reaction intermediate (the third structure in
Figure 1). A 3 ps unconstrained QM/MM MD run was
performed to ensure the stability of this transient radical at a
relatively short time scale.
Finally, we generated the final product of the reaction (the

fourth structure in Figure 1) by removing manually the
departing hydrogen atom and then running 25 ps of QM/MM
MD simulation. We chose to adopt this simpler approach (with
respect to the alternative, much more costly approach which
would have consisted of performing a second thermodynamic
integration) because the reaction mechanism is expected to be
stepwise (see text) and the departure of a single hydrogen atom
from the reacting subsystem is not expected to influence
significantly the global structure of the DNA macromolecule.
This latter assumption was validated a posteriori by observing
that the reaction intermediate, and the products share very
similar structural properties (see below).
The total QM/MM simulation time, including the time used

to generate the lesion from the reactants by thermodynamic
integration and the one used to relax the final product was 106 ps.

3. RESULTS AND DISCUSSION
We studied the reactivity of the 12-bp DNA (Figures 1 and 2)
toward formation of the G[8,5-Me]T ICL adduct. Representa-
tive snapshots of the reaction states are represented in Figure 8.
The free energy profile of step 2 of the reaction is given in
Figure 4. The evolution of characteristic electronic and
structural properties along the reaction path, such as the
angle ϕ between the planes formed by G6 and T7, spin
densities, and finally a set of helical angles are also plotted in
Figures 5−7 respectively.
3.1. Structural Analysis of the Dodecamer after

Hydrogen Abstraction From the T7/C5-Methyl Group.
We start the analysis by considering the structure of the
hydrogen-abstracted dodecamer (second structure in Figure 1),
i.e., before we applied a constraint to enforce G[8,5-Me]T ICL
formation. The rmsd along the classical equilibration and
subsequent QM/MM−MD relaxation trajectories (Supporting
Information) does not exhibit significant differences with res-
pect to the “standard” nonradical dodecamer. The representa-
tive snapshot depicted in Figure 8a shows the Watson−Crick
hydrogen-bond network around the reactive thymine (T7) is
overall very well conserved. Note that the methylene radical
of the hydrogen-abstracted T7 points toward the major
groove that is in the opposite direction of the two Watson−
Crick hydrogen bonds with A19 (see also Figure 2b). Like the

original methyl group, the methylene radical is not involved in
any contact with the rest of the macromolecule and is exposed
to the solvent.
The distance between the C5 atom of the methylene radical

of T7 and radical−philic centers of the purine bases can serve
as a first possible indicator for the probability of forming an
ICL, assuming that the longer the approaching distance, the
higher the activation (free) energy. According to this criterion,
one can relate the higher occurrence of Pu[8,5-Me]T vs T[5-
Me,8]Pu adducts to the higher distance between the purine C8
atom and the T−CH2

• radical center in the 3′ → 5′ orientation
than in 5′→ 3′. This finding can be generalized to other tandem
lesions, also by simply measuring distances on rigid canonical
B-DNA structures. DNA is by essence a remarkably flexible
system,64 which can undergo a wide variety of structural
deformations.65 For the 12-bp sequence studied here, either G6
or A8 are possible partners for ICL formation with the
hydrogen-abstracted T7; we denote the distance from the C5
atom of the methylene radical group of T7 (T7/C5) to the C8
atom of G6 (G6/C8) by d and the distance from T7/C5 to
A8/C8 by d′. The time series of these two distances along our
initial classical simulation in the reactant state are depicted in
Figure 3. The d < d′ inequality is conserved during almost all

the simulation, despite a decrease of d′ from ∼6.5 to 5.5 Å
during the first nanosecond. In line with experimental data, this
suggests that the formation of the T[5-Me,8]Pu lesion is less
favorable than Pu[8,5-Me]T. In the next sections, we will focus
on this latter type of lesion.
Although this simple geometrical criterion seems to ration-

alize the experimentally observed stereoelectronic preference,
other more subtle factors are likely to come also into play. Thus
we will study the evolution of energetic, electronic, and structural
properties of the system upon formation of the covalent bond
between the T7/C5-Me and G6/C8 atoms (step 2 in Figure 1).

3.2. Free Energy Profile of the Radical Attack during
the Formation of G[8,5-Me]T. After an unconstrained 10 ps
QM/MM MD simulation, the reaction coordinate d was kept
fixed to 3.5 Å. It was then progressively decreased to 1.5 Å. The
computed free energy profile (Figure 4) exhibits an activation
barrier of ΔG‡ of 9.7 ± 1.1 kcal/mol . The transition state is
located at d‡ ∼2.05 Å ; it lies in the “usual” range of transition-
state distances for C−C single bond formation in biological
systems.66

Figure 3. Comparison of the time evolution of the distances d ≡
d[(T7/C5) − (G6/C8)] and d′ ≡ d[(T7/C5) − (A8/C8)] during our
classical simulations. The G[8,5-Me]T lesion benefits from a shorter
attack distance (d(t) < d′(t) for most of the simulation time).
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Because steps 1 and 3 of the reaction mechanism (see Figure 1)
only correspond to hydrogen atom transfers between the
solvent and the DNA macromolecule, step 2 is expected to be
the only one during which a global conformational transition,
e.g., a bending of the B-DNA helix will occur. We will discuss
these structural effects in Section 3.4. Considering the relatively
low free energy barrier we obtained here, we can already say
that, once a radical (most frequently a hydroxyl HO• derived
from bulk water) has diffused toward a solvent-exposed
thymine methyl group and abstracted a hydrogen atom, the
structural deformation required to bring the G and T−CH2

•

groups close together and form a covalent bond is a relatively
facile process.
It is interesting to compare our results with previous

calculations34 that were conducted using a static model (i.e.,
based on geometry optimizations and not on MD simulations)
of the GdpdT (d = deoxyribo, p = phosphate) dinucleotide in
gas phase with a protonated phosphate. Our d‡ is slightly longer
than the one obtained in ref 34 (2.13 Å). A more striking
difference lies in ΔG‡ which is as high as 24 kcal/mol with the
static gas-phase model. We attribute this difference partly to the
geometry of the reactants. In the gas-phase model of ref 34, the
reactants geometry deviates substantially from a stacked
arrangement, i.e., the angle ϕ between the planes formed by
G6 and T7 is close to ∼50°, and the value of d is 6.3 Å. We also
note that their optimized geometry exhibits extra intra-
molecular hydrogen bonds between nucleobases and desoxy-
ribo rings, which do not occur in B-DNA. In our model instead,
the stacked geometry is overall very well conserved, with
average values of ϕ and d of ∼0 and 3.8 Å respectively. This
illustrates the critical role of the supramolecular and aqueous
environments for the tuning of tandem lesion formation: the
available conformational landscape of the reactant within the

solvated double strand DNA is limited by Watson−Crick
hydrogen bonds and stacking interactions with neighboring
bases, and the integrity of the macromolecule structure is itself
strongly dependent on the presence of the solvent.

3.3. Spin Density Relocalization along the Reaction.
The characteristic quantity to be monitored along a radical
process is the unpaired spin density for the QM region that
encompasses the two nucleobases (22 atoms). Figure 6 shows
the unpaired spin distribution for five regularly spaced
snapshots along d. The initial structure is a T−CH2

• group
within the dodecameric helix, with a reaction coordinate d =
3.5 Å and an ideally stacked structure. Its radical character is
mainly localized on C5-Me (0.46), in line with the Lewis
representation, also on the C6 atomic center, and to a lesser
extent on the C4, N1 and O4 positions (respectively 0.41 and
three ∼0.04 contributions). The reactivity of the thymine CH2

•

moiety is increased at d = 3 Å, as our calculations show a slight
spin density transfer from C4, O4, and N1 to the C5-Me and
C6 centers (values given in Supporting Information). The
nearly alternating distribution seen in Figure 6 remains globally
unaffected up to d ∼ 2.7 Å, a distance at which the spin density
begins to migrate progressively from T7 to G6. In Figure 6c,
the unique role of the N7 nitrogen of the G6 five-membered
ring is visualized, whereas the C8 position is free of any radical
character. This thymine-to-guanine delocalization is, as ex-
pected, maximal near the transition state where the spin density
is shared between T7 and G6, with a 0.4:0.6 ratio (case d). The
thymine C5-Me and C6 positions and the guanine N7 center
bear the largest contributions (∼0.4), but an increasing percen-
tage of the unpaired spin density is delocalized in many other
centers of the guanine bicyclic ring (i.e., N9, C4, C5, C6, O6,
C2, and N2), as d further decreases toward the product.
This data provide complementary information to the

incomplete Lewis picture (third structure in Figure 1). Purine
nucleobases present more radical centers than pyrimidines (8 vs 5).
This enhanced delocalization stabilizes both the transition-state
structure and the product with respect to the reactant. The
pyrimidine-to-purine transfer of the radical character is hence
outlined as another electronic stabilization favoring thermody-
namically the G[8,5-Me]T adduct; it is also likely to impede H8
departure, in agreement with a stepwise process as argued in
the static description.34 This inspection completes the analysis
of the reaction process leading to the formation of a
prototypical oxidative tandem lesion. Beyond the two bases
directly involved in such lesions, the local ∼2 Å shrinkage of the
guanine−thymine distance affects the global structur of the
B-DNA helix. This is the scope of the next section.

3.4. Structural Distortion upon G[8,5-Me]T Formation.
In relation with the nucleotide excision repair (NER) for this
subfamily of DNA lesions, it is interesting to consider
geometrical descriptors that characterize a damaged B-DNA.
This may serve to further distinguish bulky tandem lesions that
are refractory to repair by UvrABC endonucleases16 and DNA
glycosylases.67

A first local geometric signature of the DNA distortion is the
continuous increase of the dihedral angle ϕ between the G6
and T7 base planes (Figure 5). In the reactant state (d ∼ 3.5 Å
in Figures 4 and 5), ϕ fluctuates around an average value of
∼0°, which corresponds to a stacked geometry (see also Figure 6a).
Along the reaction path, ϕ increases progressively up to ∼25°.
A closer inspection reveals that ϕ initially obeys a pendulum-
like motion, with two sets of positive and negative values
centered around the zero baseline. Slightly before the transition

Figure 4. Free energy profile obtained by thermodynamic integration
for the formation of the G[8,5-Me]T intrastrand cross-link embedded
in a 12-bp oligonucleotide. The forward and backward reactions
(computed to estimate the error due to hysteresis) are represented in
black and gray, respectively. The error bars correspond to the
statistical error on the Lagrange multiplier (see Section 2). The inset
shows a zoom on the transition-state region.
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state, at d ∼ 2.3 Å, the C−C linkage becomes strong enough to
lock the conformation in one mode, and ϕ only takes positive
values. Hence, its fluctuations are notably diminished along the
reaction coordinate, indicating a local increased rigidity. This
dihedral pinch toward the major groove has a limited spatial
extent, as time evolutions of the adjacent plane-to-plane angles
(between A5 and G6 or T7 and A8) show a near-optimal
planarity even after formation of the ICL.
Interestingly, this angular deformation does not have a

significant impact on the G6:C18 and T7:A19 Watson−Crick
hydrogen-bonds, as depicted in Figure 8b,c. Some alterations of
the Watson−Crick network have been reported for photo-
lesions, like, e.g., a weakening of the hydrogen-bond network
for the cis−syn cyclobutane thymine dimer lesion68 or its
disruption upon formation of the (6−4) photolesion or
intercalation of cisplatin.26

To assess more globally the structural impact of the G[8,5-
Me]T adduct on the B-DNA conformation, the bend and
unwinding angles are reported in Figure 7. These two angles,

denoted α and γ hereafter, are crucial in the context of DNA
repair. We first comment on the bend angle α. It initially
presents a near-zero value, which progressively raises up to 40°
halfway along the reaction path, i.e., for a reaction coordinate
d = 2.5 Å. Afterward, the bend angle enters in a rather pro-
nonced decreasing regime, to finally stabilize around 20 ± 5° in
the G[8,5-Me]T product state. In Figure 7c, the bending dial
does not reveal an orientation, whereas most of DNA lesions
are known to bend toward the major groove.68,69 Again, this
pinpoints to the particular behavior of this oxidative ICL. One
should keep in mind that bending is a soft deformation mode,
with an energetic penalty most probably inferior to 5 kcal/mol,
a value inferred for a 90° bend of a 15-bp sequence.70

Another key quantity that is often invoked to characterize the
loss of B-DNA helicity is the unwinding (or more rarely
overwinding) angle. It is defined as the difference between the
mean twist angle for the product, 28° in our case, and the
unperturbed, reference value of 36°. Our estimate of ∼8° for
the G[8,5-Me]T lesion, alongside the one for the bend angle,

Figure 5. Evolution of the G6∧T7 dihedral angle (ϕ) along the reaction coordinate d during our thermodynamic integration procedure. Starting
from a near-zero averaged value reflecting an ideally stacked structure, ϕ progressively increases throughout lesion formation, to reach a final
value of ∼25°.

Figure 6. Spin density distributions between G6 and T7 for five distances d regularly spaced along the reaction profile. A progressive delocalization
from thymine to guanine is observed. The rest of the DNA environment is omitted for the sake of clarity. Numerical data and the complete
numbering are collected as Supporting Information.
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anchors this prototypical oxidative ICL within the realm of
different DNA lesions. In view of the absence of experimentally
determined 3D structures for such embedded lesions and
hampered by inherent difficulties to evaluate low bend angles71

or unwinding angles, their estimation from first-principles
simulations may palliate the lack of experimental data.
It could be argued that considering the bend and unwinding

angles of the reaction intermediate instead of the structural
parameters in the final product (respectively the third and

fourth structures in Figure 1) is not relevant. In fact, we have
conducted a QM/MM simulation of the product (see Section 2)
and verified that the departure of one hydrogen atom from the
reacting subsystem does not induce important modfications of the
macromolecular global structure (Figure 8). In particular, the bend
and unwinding angles remain essentially the same.
In Figure 9, we compare our values of the bend and unwinding

angles to a set of available data for both intra- and interstrand cross-
linked DNA lesions. Even though experimental measurements are

Figure 7. Evolutions of characteristic DNA angles along the reaction profile. The (a) bend and (b) twist angles. The definition of these parameters
follows that of ref 74. The analysis was performed with the 3DNA software package.74

Figure 8. Representative snapshots of the reaction states we have modeled. (a) Reactant after hydrogen abstraction at d ∼ 3.5 Å (second structure in
Figure 1). The methylene radical is indicated with a red arrow. (b) Reaction intermediate at d ∼ 1.6 Å, (third structure in Figure 1). The extra bond
formed between the T and G nucleic bases is represented with a red stick. (c) Structure of the final G[8,5-Me]T lesion (fourth structure in Figure 1).
The Watson−Crick hydrogen bonds, depicted with green lines, are preserved throughout the entire reaction mechanism.
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subject to important standard deviations depending on the
underlying techniques (see the large range of values reported
for cisplatin adducts, dark blue triangles), several families of
well characterized lesions can indeed be identified. Chelating
agents can induce either intra- or interstrand cross-links, as
exemplified respectively by cisplatin adducts and related
oxiplatin lesions (represented in Figure 9 with a blue ellipsoid)
or by methylchloramine (interstrand CL, with an overwound).
But perhaps the best systems to compare with are the five
photolesions, depicted with green squares. It has been
postulated that the contrasting structural distortions that exist
among light-induced ICLs may explain their differences in
repair efficiency.72 Our data extend this idea to oxidative ICLs,
alongside recent studies on G[8−5]U73 that partly draw similar
conclusions; the rather small structural deviations we observe
(conservation of the Watson−Crick hydrogen-bonds network
and low bend and unwinding angles) might hinder an efficient
recognition, which would explain the lack of efficient repair for
oxidative ICLs.

4. CONCLUDING REMARKS

We have simulated the formation of the G[8,5-Me]T oxidative
ICL within a solvated DNA dodecamer using a QM/MM MD
scheme. We show how the average distance between neigh-
boring bases in the reactant state and the spin delocalization in
the course of the reaction may favor a particular lesion (e.g.,
Pu∧Py vs Py∧Pu). More importantly, our calculations show that
the critical step during which the G/C8 and T/C5-Me groups
are brought close together to form the extra C−C bond
is a facile process. The corresponding free energy barrier is
estimated to be ∼10 kcal/mol. Despite a noticeable squeezing
of the two G and T bases involved directly in the formation of
the lesion, the effect of the ICL on the global structure of the
DNA macromolecule is rather small. The computed structural
indicators, such as Watson−Crick hydrogen bond pairing and
bending and unwinding angles, all exhibit weaker deviations
compared to other intrastrand cross-link adducts induced by

chemotherapeutic drugs or photolesions. This investigation
sheds new light on the lack of repair for such oxidative lesions,
since the recognition may process less efficiently in absence of
marked structural deviations.
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